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Abstract—An efficient method is presented for the computa-
tion of exact group delay, gain slope and their sensitivities with
respect to design parameters in multi-conductor transmission
line networks. The group delay and gain slope sensitivities with
respect to transmission line parameters are evaluated in terms
of the second-order derivatives of the eigenvaiues and eigen-
vectors of the propagation matrix. By combining this method

‘ with sninimax optimization, a frequency-domain approach is
developed to minimize transient delay and distortion in high-
speed VLSI interconnects. Examples of interconnect optimi-
zation demonstrate simultaneous reductions of signal propa-
gation delay, distortion and crosstalk at several vital connec-
tion ports. Compared to direct time domain optimization, the
proposed approach is more than three times faster. The pro-
posed technique is useful in optimal design of circuit intercon-
nects for high-speed digital computers and communication sys-
tems.

1. INTRODUCTION

A S THE SIGNAL speed increases, the effects of VLSI
interconnects such as delay, distortion and crosstalk

become the dominant factor limiting the performance of
the overall VLSI system. With subnanosecond rise time,
the electrical length of the interconnections becomes a
significant fraction of the signal wavelength. Conse-
quently distributed and lossy transmission line models
must be used. There is a recent thrust of research in the
time-domain analysis of such interconnect effects, e.g.,
[1]-[9]. Design optimization of interconnects is ad-
dressed very recently [10], where transient responses are
improved by time-domain optimization.

In this paper we present an alternative approach for op-
timization of transient responses such as delay, distortion
and crosstalk by using frequency domain information such
as group delay and gain slope.

Group delay and its sensitivities have been an attractive
vehicle for circuit design such as design of filters [1 l]-
[13] and IC digital cells [14]. Evaluation of group delay
sensitivities with respect to design variables, which re-
quires second order sensitivity analysis of the network, is
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necessary for gradient based optimization. However for
lossy multiconductor transmission line networks, group
delay sensitivity is much more involved and has not been
previously presented.

The purpose of this paper is two fold. Firstly, a tech-
nique for efficient computation of exact group delay and
its sensitivities is derived for multiconductor transmission
line networks. Secondly, the group delay information is
combined with gradient based minimax optimization to
minimize delay and distortion in VLSI interconnects.

In Section II, a unified approach based on the modified
nodal admittance (MNA) matrix is used to formulate” net-
work equations. Efficient computation of exact group de-
lay, gain slope and their sensitivities for multiconductor
transmission line networks is described in Section III. In
Section IV a numerical example is presented to verify the
proposed group delay sensitivity formulas. In Section V
a frequency-domain formulation for minimization of de-
lay and distortion in VLSI interconnects is proposed.
Three numerical examples are presented in Section VI,
illustrating the principles of frequency-domain intercon-
nect optimization.

II. NETWORK EQUATIONS WITH ~ULTICONDUCTOR

TRANSMISSION LINES

The admittance matrix of a multiconductor transmis-
sion line required in a modified nodal equation of the
overall circuit has been described in detail in [1]. Suppose
the network T consists of lumped elements and N, multi-
conductor transmission lines. The modified nodal equa-
tions [15] for the overall network m are

~ dv= (t)
N,

. ~ + Gmv=(t) + ~~1Dkik(t) = e,(t), (1)

where C= and G= are N. by N. matrices determined by
lumped elements in the network. v.(t) is the vector of
node voltage waveforms appended by independent volt-
age source current and inductor current waveforms. Dk is
an incidence matrix containing 1‘s and O’s which maps
i~(t), the terminal current waveforms of the kth distributed
transmission line, into the N.-node space of network T.
e.(t) is the vector of source waveforms.
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The s-domain equation is obtained by taking Laplace
transform of (1)

Y. V. (s) = ET (s) + CTVT(0), (2)

where
N,

YT = G. + sC, + ~~1 DkAkD;, (3)

T denotes transpose and Ak is the nodal admittance matrix
of the kth distributed transmission line.

The lossy multiconductor transmission line is assumed
to be uniform along its length with an arbitrary cross sec-
tion. The cross section of an iV~-conductor transmission
line can be described by the following NLby N~ matrices
of line parameters: the resistance per unit length R, the
inductance per unit length L, the capacitance per unit
length C and the conductance per unit length G. These
matrices can be computed from physicallgeometrical pa-
rameters of the transmission line through quasi-static
analysis [16], [17] or empirical formulas [18]. Let ~ ~ be
an eigenvalue of the matrix Z~ Y~ with an associated ei-
genvector x, , where Z~ = R + SL and YL= G + sC. The
admittance matrix for the multiconductor transmission line
is [1]

(4)

where

El = diag {(1 + e-27’1)/(1 – e-27’1),

~=1, z,..., N~}, (5)

E2 = diag {2/(e-y’1 – ey’~), i = 1, 2, “ . “ , N~}, (6)

and 1 is the length of the transmission line. S,, is a matrix
containing all eigenvectors x,, i = 1, 2, “ o “ , Nk. I’ is a
diagonal matrix with r,,, = yi, and Si = Z;] S,, r.

III. COMPUTATION OF EXACT GROUP DELAY, GAIN

SLOPE AND THEIR SENSITIVITIES

A. Computation of Group Delay and Gain Slope

Let

Vout(s) = u ‘Vm(s) (7)

be the frequency response of interest, where u is a con-
stant N.-vector and s = jw. Let 0 be the phase of VOUt.
Group delay can be defined as [11]-[12]

‘“ “:’ -Realk%‘8)
and gain slope can be defined as [13]

Computation of group delay and gain slope requires
first-order sensitivity analysis of the network. To comtmte

dVOU,/&, we use the adjoint sensitivity approach [1 l]-
[12],

(lo)

where V:’ is solved from the adjoint equation:

Y:v; = –u. (11)

To compute dAk/ as, we first compute the sensitivities
of eigenvalues T~ and eigenvectors x, w. r.t. frequency s
by solving the linear equation:

x,1> (12)

where

[

~= Y?U–ZLYL X,

x: 1o“ (13)

The solution of (12) forms &S,,/as and dr / as. The sen-.
sitivity dAk/ik is then computed from

!#O 1[1

E, E2

Ez El
0!$

[ 1$0

– Ak

o%

where &S,/8s is obtained from

(14)

(15)

B. Computation of Group Delay and Gain Slope
Sensitivities

Let ~ be a design variable. In order to obtain the sen-
sitivity of group delay, we differentiate (8)

aT~

[

1 aVo”tavout 1 a2Vou,
—= Real ————— ——
a~ V:ut 1a~ as – Vou,asa~ “

(16)
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Similarly, by differentiating (9), we have

2405

Now it is necessary to compute the second-order deriv-
ative 132Ak/M@ for multiconductor transmission lines.
For this purpose, the calculation of the second-order de-
rivatives of eigenvalues and eigenvectors is required.
From (12), we have

aG~ 20

[

1 avoutavout 1 a2Vout

ikp 1

_Imag ~——._—.
= in 10 . . . ad as v.., asa~ “

(17)

Therefore both group delay sensitivity and gain slope sen-
sitivity require first- and second-order derivative infor-
mation dVOUt/as, d VOU,/i3@ and d2VOU,/h3~.

Similar to computing dVOu,/as, the sensitivity dVOu,/&$
can be calculated from [2]

B

rttcilaVout

a~ [(
—=(v;)T ~+s~+k&g$D;

)

ack

1“VT–~v,(o), (18)

(25)

LZI
where i)B/i14 contains first-order sensitivities d~ ~/d@,
dxi/i3@ and d (ZL YJ /&# which have already been solved
in calculating dVOut/&j5. The solution of the linear equa-
tions (25) needs only forward and backward substitutions
since the LU factors of B are available from solving (12).

Once we have d2xi/&&$ and d2-y~/&&j, we can easily
obtain d2S1,/&d@ and i32r/&d@. Finally from (14),

where

aA~

ad

aE,

o1[:ad

Si aE2

a~

d2A~/i3s&j can be solved from

St, o

0 s,,1
——

[ 1[El

E2

o

a2s,
(19)

[-

~ o“

+
o as,

as

aE, aE2-

ad ad

aE2 aE,

.ao a~.

aE, aE~-

as as

aE2 aE,

as as _

B

Now the rmoblem is to find second-order derivative
L32VOut/h3~. Differentiating (10), we have

a2vouf

[

a(v:)T ay. aE
—-- xv.-+

asa+ = a~ 1

[

azy. ~ + ayz av.
+ (v:)~ —

asad “ 1as a~ ‘
(22)

where the sensitivity of adjoint response is solved from

~ (y;) v.T avt =Y. —
a+ a~ “

(23)

and the second-order sensitivity of Y. is

a2YT ac. N,, a2Ak

asa~ = a~
—+k~l Dk— D:.

asa~
(24)

+

a2E, a2E2 -
asa~ asad

as,,

as
o

as,,

as-1HSi O+
O Sj a2E2 a2E,

o

–Ak

.
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where d2Sl/dsd~ is obtained from

+ s,:;
azz~ az~ as az~ as
—s, –—J– —J.
asa~ as a+ ad as

(27)

IV. VERIFICATION OF GROUP DELAY SENSITIVITY

FORMULAS

The formulas for calculating group delay, gain slope
and their sensitivities are implemented in a program for
the design of distributed networks with lossy coupled
transmission lines. Consider the 3 transmission line ex-
ample of Fig. 1. The lengths of the 3 transmission lines
are 0.05 m, 0.04 m and 0.03 m, respectively. The cross-
sectional physical parameters are conductor width w =
0.00058 m, circuit board thickness h = 0.00117 m, dis-
tance between the two conductors d = 0.00249 m and
relative dielectric constant e, = 4.54. The empirical for-
mulas from [18] is used to compute the R, L, G and C
matrices for, the transmission lines. Group delay sensitiv-
ities computed from the new formulas in Section III are
compared with that from the perturbation in Fig. 2. Ex-
cellent agreement is observed. Computation speed by the
new formulas is faster than by perturbation. In the per-
turbation method frequency u and variable O are per-
turbed by a small amount, A~ and A@, respectively. The
network equations are resolved at perturbed points of u
and @. The group delay sensitivity is found using finite
difference approximation. The perturbation method re-
quires at least three analyses to the original circuit for
each variable under consideration. But by using the pro-
posed method, only one circuit analysis plus small addi-
tional computational cost is needed to get the sensitivities
with respect to all variables, Notice that no LU factor-
ization is required for solving (11) and (23), only for-
ward/backward substitutions being needed. Similarly only
forward/backward substitutions are required for solving
(21) and (25). Since Ak, B, El, Ez, S1 and S,, are all rel-
atively small matrices, the computational effort for solv-
ing (12), (14), (19), (25) and (26) is small compared with
a large circuit simulation.

V. PROPOSED FORMULATION OF VLSI INTERCONNECT

OPTIMIZATION

It is well known that the group delay contains infor-
mation of signal propagation delay. For RC networks
Vlach et al. recently verified group delay at frequency
zero as being exactly equal to Elmore delay and observed
a simple empirical relation between group delay and sig-
nal delay of responses corresponding to a step excitation

[14]. In general, over a frequency range of interest, the
smaller the group delay, the smaller the signal propaga-
tion delay. Furthermore, if an output is a delayed replica
of the input, flat group delay and zero gain slope should
hold across the entire frequency range. We take advantage
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Fig.1.Clrcult schematic for the 3 transmission line network example,
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Fig. 2. The 3 transmission line example. Sensitivity of group delay versus
angular frequency (109 rad /s) by proposed method (solid line) and by per-
turbation method (the stars). (a) Sensitivity w.r.t. R9, (b) Sensitivity w.r. t.
C2, (c) Sensitivity w.r. t. the length of transmission line 1 and (d) Sensitiv-
ity w.r. t. the conductor width of all transmission lines,

of group delay and gain slope information for reduction
of the transient signal propagation delay and distortion in
a distributed network environment. The actual optimiza-
tion is performed in frequency domain,

A. Error Functions

Let @ denote all design variables including physical/
geometrical parameters of the transmission lines and pa-
rameters in termination/matching networks. Let S~,. (s)
and SG,~(.s) be upper and lower specifications on group
delay T~, respectively. Let Wc be a positive weighting
factor, The minimization of signal delay can be achieved
by minimizing

W’~(TG(@, Sk) – S~. (Sk)) (28)

over a range of frequencies, sk = ju~, k = 1, 2, “ “ “ , K.
By imposing a lower specification on group delay, we
have an error function

– n“~(T~(@, Sk) – sG,/(sk)). (29)

A typical lower specification is S~,~(s) = O. Simultaneous
minimization of (28) and (29) over a frequency range re-
duces the group delay and improves its flatness.
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Let F’(@, s) be the transfer function of the network. Let
SF,~(s) be the lower specification on the magnitude of
F’(@, s) and S~(s) be the upper specification on the mag-
nitude of gain slope. Let WFand W~ be positive weighting
factors. Minimizing the following error functions

–wF[lF(@, Sk)l – sF,,(sk)] (30)

W~[G~(~, sJ – S~(Q] (31)

– W~[G~(~, Sk) + S~(Q] (32)
r

over a frequency range increases signal level and flatness
of the transfer function magnitude. A flat group delay and
flat magnitude of the transfer function reduces signal dis-
tortion.

Let V(@, s) be the spectrum of crosstalk waveform.
Reduction of crosstalk is realized by minimizing the mag-
nitude of V(@, s) using

WC(IV(m, Sk)I – SC(s~)), (33)

where Sc is the specification on the magnitude of spec-
trum V(@, s) and Wc is a positive weighting factor.

B. Selection of Frequencies

The range of frequencies is determined by the funda-
mental frequency and its significant harmonics of the in-
put signal. To find an approximate fundamental frequency
for a trapezoidal signal excitation, we first select a time
interval T long enough such that the transient will effectly
vanish within T, and then choose 2X/T as the fundamen-
tal’angular frequency o,. To cover the dominate transient,
generally 20-25 harmonics need to be considered [6].

It should be pointed ‘out that by optimizing only the
dominant components of the transient responses, we
achieve CPU speedup over time domain optimization. Fi-
nal transient responses can be accurately obtained by us-
ing time domain simtilators after optimization converges.

C. Selection of Optimization Variables

The overall circuit performance is affected by parame-
ters in both the interconnections and their terminations.
The terminations typically represent basic circuit blocks
and matching networks. There are two stages of intercon-
nect design. In the first stage, the length of the transmis-
sion line 1, the distance between the couped conductors d,
and the width of the conductors w can be optimized. The
thickness of PCB layer h is typically selected from a set
of standard values. In the second design stage only the
length 1 is optimizable. A different design scenario is to
find optimal termination parameters for a given intercon-,
nect configuration. In this way, the interconnect network
,can be optimally matched and signal reflections and dis-
tortions are effectively reduced.

D. Formulation of Optimization

Let e(0) be an m-vector containing all necessary error
functions as defined by (28)-(33). The optimization prob-
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Fig. 3. The 3 transmission line example. Transient responses (volts) ver-
sus time (ns) before (solid line) and after (dashed line) frequency domain
optimization. (a) V..,,, (b) V.utl, (c) VC,,,,$, and (d) VC,0,.2.

lem is to find @ such that

U(O) ~ max {f?j(~),~ = 1, 2, “ -. , m} (34)
J

is minimized subject to electrical and physical constraints
g(@) < 0 and h(~) = O. The constraints represent de-
sign rules. For example the total length of several inter-
connect lines must be constrained by the physical dimen-
sions of the circuit board. The total separation between
several coupled conductors must be limited by the geo-
metrical space available to them. The minimax optimi-
zation of (34) is solved by a gradient-based two stage
minimax algorithm [19], [20]. The derivatives of e with
respect to @ required by the optimizer are obtained by the
new approach of first- and second-order sensitivity anal-
ysis described in Section III.

VI. EXAMPLES

Example 1: A 3 Transmission Line Network

The circuit of Fig. 1 is excited by an lV pullse with 1.5
ns riseifall time and 4 ns duration. The time responses
before optimization are plotted in Fig. 3. The objective is
to reduce signal delay of VOUtland V0,,12,and the crosstalk
voltages Vcro,,land V.m,,2, respectively. Design variables
@ include capacitors C2 and C~, resistor Rg, lengths of the
three transmission lines 1,, 12and 13,distance between the
2 conductors d and the width of the conductors w. The
cross-sectional parameters are common among the 3
transmission lines. The initial values are

@.= [11 12 13 d ,W C2 C3 R9]T

= [50 40 30 2.49, 0.58 2 1 50]’,

where the unit for length, width and distance is mm. The
units for capacitors and resisters are pF and Kl, respec-
tively. We require that the total length of the three trans-
mission lines be fixed at 120 mm and the width of each
conductor plus the spacing between them be fixed at 3.07



2408 IEEETRANSACTIONSON MICROWAVE THEORY AND TECHNIQUES, VOL.40,NO. 12,DECEMBER 1992

mm. This results in constraints

h,(m) =1, +1~+1~– 120=0.

lZ2(@) = W + d – 3.07 = O.

Fig. 4 shows frequency domain specifications and re-
sponses for group delay at two outputs, namely, TG,Ou~l
and TG.OU~zand crosstalk spectrums VC~O~~1and VC,0,~2.The
error functions used in (34) are

el

e20

e2,
.

e40
e=

e4 I

6?60

e6 I

e80

—

~G,outl(@,S1) – 0.5

~G,outl(~, S20)– 0.5

7’G,ou[2(@> S1) – 0.5

~G,out2(~, %0) – 0.5

1000( IVC,O,,I(@, Sl)l – 0.00028

1000(] Vcro,,,(0, S20)I – 0.0002[

1000 (1VC~,,2(@, Sl)l – 0.00028

1000(I VC,O,Q(m, S20)I – 0.0002[

where sk = jtik = jkul, k = 1, 2, - - - , 20 and al =
0.0837758 X 109 rad /sec. The total number of error
functions is 80. The total number of linear constraints is
10, including bounds on the design variables. After op-
timization, the objective function (34) is reduced from
1.0134 to – 0.0386, indicating that all specifications are
satisfied. The variables after optimization are

@ = [98.38 11.62 102.970.1 0.1 8.884 197.8]~.

The group delay after optimization, as plotted in Fig. 4,
is much lower and flatter than before optimization. Time
responses after optimization are plotted against those be-
fore optimization in Fig. 3. The propagation delay times
for VOU,land VOUt2are both reduced from 1.6 ns to 1.2 ns.
The magnitude of crosstalk signals VC,O,,,and VC,0,,2is
reduced by more than 55%.

Example 2:25 Transmission Line Network

The circuit of Fig. 5 represents a 4-bit bus structure in

which the excitation signals propagate through the bus
lines to various circuit blocks. The 13 4-conductor trans-
mission lines have the same cross-sectional geometry.
Both excitations are 5 V pulses with 1 ns rise/fall time
and 5 ns duration. The responses of interests are V., V~,
VC;and Vd, as shown in Fig. 6.

Design specifications include upper specifications on
the group delay and lower specifications on the magni-
tudes of transfer functions, respectively, for both output
V~ and Vd. Upper specifications are also placed on the
spectrums of crosstalk signals of V. and VC,as shown in

Fig. 4.
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The 3 transmission line example. Frequency domain specifications
and group delay and spectrum responses versus angular frequency (10’
rad /s) before (solid line) and after (dashed line) optimization. (a) Tc for
v“u,,, (b) T~ for VOU12,(c) Spectrum for VC,O,,l (mV) and (d) Spectrum for
v.,.,,, (mV).
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Fig. 5, Circuit diagram for the 25 transmission line network example.
There are 13 4-conductor coupled transmission lines and 12 single conduc-
tor transmission lines. Two excitations are simultaneously applied.
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Fig. 6. The 25 transmission line example, Transient responses (volts) ver-
sus time (ns) before (solid line) and after (dashed line) frequency domain
optimization. (a) V,,, (b) V,,, (c) V<and (d) V~.

Fig. 7. The total number of error functions is 120. There
are 27 design variables in @ consisting of parameters in
both the transmission lines and the termination networks,
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Fig. 7. The 25, transmission line example. Frequency domain specifica-
tions and group delay and spectrum responses versus angular frequency
(10’ rad/s) before (solid line) and after (dashed line) optimization. (a)
Spectrom for V. (mV), (b) T~ for Vb, (c) Spectrum for V, (mV) and (d) T~
for V~.
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TABLE I
OPTIMIZATION VARIABLES FOR THE 25 TRANSMISSIONLINE EXAMPLE

Before After Before After
Var. opt. opt. Var. opt. opt.

1, 0.025 m 0.026788 m d2 1.0 mm 1.325 mm
12 0.035 m 0.049477 m dz 1.0 mm 0.8 mm

13 0.025 m 0.01 m R, 25 Q 18.90
14 0.04 m 0.010296 m R4 25 Q 20.4 Q
15 0.04 m 0.033452 m R, 200 Q 1067.3Q
16 0.025 m 0.01 m R,. 200 Q 10.0 n
17 0.035 m 0.012302 m R,. 1000 353.2 f2
18 0.035 m 0,034221 m R,, 100Q 87.1 Q
1, 0.025 m 0.017584 m Rzo 100Q 78.7 Q
1,. 0.04 m 0.045879 m c, 5 pF 0.1 pF
1,, 0.025 m 0.01 m C* 5 pF 0.1 pF
11* 0.025 m 0.07 m c~ 5 pF 0.1 pF
1,3 0.025 m 0.07 m Cj 10 pF 0.1 pF
d, 1.0 mm 2.875 mm

TABLE II
OPTIMIZATIONVARIABLESFOR THE MULTICIRCUIT EXAMPLE

Before
as listed in Table 1. The total number of linear constraints

After Before After
Var. opt opt Var. opt. opt

is 43.

After 12 iterations of optimization, the objective func- ~: 0.025 m 0.07 m R, 100Q 50.9 Q
0,035 m

tion (34) was reduced from 22.908 to – 1.177. The group 13
0,07 m R, 100Q 38.8 Q

0.025 m 0.012365 m Rd 100Q 110.0 Q

delay after optimization is lower and flatter as shown in \ 0.04 m 0.014719 m R, 200 Q 499.4 a

Fig. 7. The parameters before and after optimization are ; 0.04 m 0.015807 m R, 500 1245.70
0.025 m

listed in Table I. The output responses Va, Vb, Kc, and Vd 1,
0.012618 m ,0R 200 Q 977.5 Q

0.035 m 0.019749 m R14 100Q 817.8 Q

after optimization are plotted against those before opti- ~8 0.035 m 0.22156 m R15 50 tt 112,0Q

mization in Fig. 6. The propagation delay times of Vband ~0 0.025 m 0.010761 m R,, 100Q 94.1 Q

Vd are reduced from 2.5 and 3.9 ns down to 1.5 ns and l:,
0.04 m 0.036799 m R20 100n 139.4 Q
0.025 m 0.28267 m c, 5 pF 1.36 pF

2.1 ns, respectively based on 2 V threshold criteria. The ;12 0.025 m 0.28334 m c, 5 pF 1.721 pF

peaks of crosstalk voltages ~a and Vc are reduced to 0.09 ~’
0.025 m 0.58425 m C3 5 pF 0.872 pF

and 0.05 V, respective y. In addition, the reflection in the d:
1.0 mm 1.076 mm c~ 10pF 0.1pF
1.0 mm 1.l16mm C5 10 pF 3.0 pF

output response Vd is significantly smaller than before op: ds 1.0 mm 1,577 mm L1 5 nH 5.413 nH

dIIIiZatiOII. The rise/fall time of signal Vb is also im- “ 100Q 39.9 fl L, 10 nH 34.6 nH

proved.
In order to compare our new approach with direct time-

domain optimization [10], we also performed optimiza-
tion explicitly on the time waveform of this example.
Comparable results were obtained. However, the CPU
times for our approach and the direct time domain ap-
proach are 4519 and 15410 seconds (on SPARCstation 2),
respectively. Our proposed approach is 3.4 times faster
than direct time-domain optimization.

We also performed optimization with only termination
parameters as design variables. After optimization, the
&osstalk and the distortion of the signals were signifi-
cantly improved. There was no substantial change in sig-
nal propagation delay because the transmission lines were
fixed.
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Example 3: Multi-Circuit optimization Fig. 8. The multi-circuit optimization example, Transient responses (volts)
versus time (ns) before (solid line) and after (dashed line) frequency .do-

The simultaneous optimization of the circuit in Fig. 6, mainoptimization.(a) Vb ofCircuit1, (b) V~ of Circuit 1, (c) V. of Circuit

namely Circuit 1, and its modified version, namely Cir- 2 and (d) V, of Circuit 2.

cuit 2; is performed. Circuit 2 is identical to Cir&it 1
except that the excitations are applied through R1 and R3. timization example represents optimal design of such in-
The 34 optimization variables as listed in Table II are terconnect structure for two different and conflicting cases
common between the two circuits. This multi-circuit op- of signal propagation.
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Fig. 9, The multi-circuit optimization example. Representative group de-
lay and gain slope responses versus angular frequency (109 rad/s) before
(solid line) and after (dashed line) optimization. (a) Tc for VJ of Circuit 1,
(b) G, for V. of Circuit 1, (c) T~ for V. of Circuit 2 and (d) G. for V,, of
Circuit 2.

Both upper and lower specifications are applied to group
delay and gain slope responses. Lower specifications are
also applied to the magnitudes of transfer functions and
upper specifications to the spectrums of crosstalk signals
in both Circuits 1 and 2. The total number of error func-
tions is 380 and the number of linear constraints is 50.
The time-domain and the frequency domain responses be-
fore and after optimization are plotted in Figs. 8 and 9,
respectively. After optimization both group delay and gain
slope responses become flatter. The magnitude of gain
slope responses becomes lower. The propagation delay
and distortion for both circuits are reduced. As shown in
Fig. 8 the signal levels are increased and the rise/fall times
of all the four signals are improved.

VII. CONCLUSION

An efficient method is presented for the computation of
exact group delay, gain slope and their sensitivities with
respect to design parameters in multiconductor transmis-
sion line networks. By combining this method with mini-
max optimization, a frequency-domain approach is de-
veloped to indirectly minimize delay, distortion and
crosstalk of transient responses in high-speed VLSI inter-
connects. Compared to direct time-domain optimization,
the new approach is approximate and therefore faster. It
can be used as an efficient way in the design of intercon-
nects in high-speed VLSI systems. Furthermore to obtain
both efficiency and accuracy in an overall design task, the
frequency-domain approach can be used in the initial de-
sign stage to achieve a near-optimal design. The time-
domain approach can be used in the final stage for ‘‘fine
tuning. ”
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